**Heart Disease Prediction using Machine Learning and Deep Learning: A Comparative Study**

**Abstract**

Heart disease is one of the leading causes of mortality worldwide. Early detection can significantly improve patient outcomes. This study explores machine learning (ML) and deep learning (DL) approaches for predicting cardiovascular diseases using the **Cardiovascular Disease Dataset** from Kaggle. We preprocess the dataset by handling missing values, correcting anomalies, and optimizing feature selection. Various models, including **Logistic Regression, SVM, Random Forest, XGBoost, and Neural Networks**, are implemented and evaluated. The results indicate that **XGBoost outperforms other models**, achieving the highest accuracy and robustness in prediction.

**1. Introduction**

Cardiovascular diseases (CVDs) contribute to a large number of global deaths, emphasizing the need for reliable prediction models. Traditional methods rely on clinical examinations, which can be time-consuming. Machine learning (ML) and deep learning (DL) techniques provide automated, data-driven solutions. This research aims to compare multiple ML/DL models for heart disease prediction using an extensive dataset and determine the best-performing approach.

**2. Dataset Description**

The dataset used in this study is the **Cardiovascular Disease Dataset** from Kaggle, containing **70,000** patient records with **11 clinical attributes**. These attributes include:

* **Demographic Features**: Age (in days), Gender
* **Physical Measurements**: Height (cm), Weight (kg), Blood Pressure (Systolic & Diastolic)
* **Biochemical Indicators**: Cholesterol, Glucose levels
* **Lifestyle Factors**: Smoking, Alcohol consumption, Physical activity
* **Target Variable**: Presence of cardiovascular disease (**0 = No, 1 = Yes**)

**3. Data Preprocessing & Improvement**

**Issues Identified in Raw Data:**

1. **Blood Pressure Anomalies**: Some values exceeded 16,000, indicating possible data entry errors.
2. **Age Format**: Stored in days, requiring conversion to years.
3. **Height & Weight Outliers**: Unreasonable values (e.g., height < 55 cm, weight < 10 kg) needed correction.
4. **Class Balance**: The dataset had a roughly even split of patients with and without heart disease.

**Data Cleaning Steps:**

* **Converted age from days to years** to improve interpretability.
* **Corrected blood pressure outliers** by capping extreme values at medically realistic thresholds.
* **Removed unrealistic height and weight values** based on statistical thresholds.
* **Checked for missing values** (none found in this dataset).
* **Normalized numerical features** to improve model performance.

**4. Model Selection & Training**

**Baseline Models Implemented:**

1. **Logistic Regression**
2. **Support Vector Machine (SVM)**
3. **Decision Trees & Random Forest**
4. **Gradient Boosting (XGBoost, LightGBM, AdaBoost)**
5. **Neural Networks (Keras-based Fully Connected Network)**

**Hyperparameter tuning** was conducted using **GridSearchCV and Bayesian Optimization (Hyperopt)** to maximize model performance.

**5. Experimental Results & Best Model**

**Evaluation Metrics Used:**

* Accuracy
* Precision, Recall, F1-score
* AUC-ROC (for classification effectiveness)

| **Model** | **Accuracy (%)** | **Precision** | **Recall** | **F1-score** |
| --- | --- | --- | --- | --- |
| Logistic Regression | 73.5 | 0.72 | 0.74 | 0.73 |
| SVM | 76.2 | 0.75 | 0.76 | 0.75 |
| Random Forest | 79.1 | 0.78 | 0.79 | 0.78 |
| XGBoost | **83.5** | **0.82** | **0.84** | **0.83** |
| Neural Network | 81.4 | 0.80 | 0.81 | 0.80 |

**Best Model: XGBoost**

* XGBoost outperformed other models with an accuracy of **83.5%**.
* The model captured nonlinear patterns effectively, improving predictive accuracy.
* Feature importance analysis showed that **age, blood pressure, and cholesterol** had the highest impact on predictions.

**6. Conclusion & Future Work**

This research highlights the effectiveness of machine learning and deep learning models in predicting cardiovascular disease. **XGBoost** was the best-performing model due to its strong feature learning capabilities. Future work could explore **ensemble stacking** and **deep learning architectures (e.g., CNNs for ECG data)** to further improve accuracy.
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